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 Comparative opinion mining has lately gained traction among 

individuals and businesses due to its growing range of applications in 

brand reputation monitoring and consumer decision making among 

others. Past research in sub-field of opinion mining have mostly 

explored single-entity opinion mining models and the mining of 

comparative sentences suing single classifiers. Most of these studies 

relied on a limited number of comparative opinion labels and datasets 

while applying the techniques in limited domains. Consequently, the 

reported performances of the techniques might not be optimal in some 

cases like working with big data. In this study, however, we developed 

four hybrid machine learning techniques, with which we performed 

multi-class based comparative opinion mining using three datasets 

from different domains.  From our results, the best-performing hybrid 

machine learning technique for comparative opinion mining using a 

multi-layer perceptron as the base estimator was the Multilayer 

Perceptron + Random Forest (MLP + RF). This technique had an 

average accuracy of 93.0% and an F1-score of 93.0%. These results 

show that our hybrid machine learning techniques could reliably be 

used for comparative opinion mining to support business needs like 

brand reputation monitoring. 

Keyword: 

Classification  

Data Sharing 

Electronic Health Record  

Radial Basis Function 

Support Vector Machine 

 

 

 

Copyright © 2023 Puzzle Research Data Technology 

 

Corresponding Author: 

Bernard Ondara,  

Department of Computing and Information Technology, 

Kenyatta University, 

P.O. Box 43844-00100 Nairobi, Kenya. 

Email: ondara.bernard@ku.ac.ke 

DOI: http://dx.doi.org/10.24014/ijaidm.v6i2.22644 

 

1. INTRODUCTION 

Huge volumes of user-generated content are created daily on popular social media platforms such as 

Twitter and Facebook [1]. The application of opinion mining on such platforms is often aimed at analyzing 

user sentiments toward specific entities. Comparative opinion mining is a distinct type of opinion mining 

where the focus is on extracting and classifying opinions from user-generated content where comparisons 

between different entities are involved. Examples of these entities include brands, products, services, 

politicians, and governments [2]. To date, comparative opinion mining tasks have mainly been performed on 

English and Chinese datasets [3].  

A useful source of comparative opinion mining data is product reviews [4], which forms the basis of 

many prospective customers choosing their preferred entities (brands, products, et cetera) [5]. In this case, 

comparative reviews must be distinguished from regular reviews. In regular reviews, one is interested in the 

opinions targeted at a specific entity regardless of any comparisons made between mentioned entities. Such 

opinions are also known as direct opinions [2]. Conversely, comparative opinion mining is premised on 

extracting sentiments from opinions that target multiple comparable entities. Because online reviews are 

often written in an informal language, performing comparative opinion mining using such reviews is not a 
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trivial task [6]. Recently, one of the richest environments for consumers to exchange opinions about products 

is product discussion forums. According to [7], [8], and [9], from these forums, users can choose their 

preferred products or brands, hence making their decision making easier. 

Comparative opinion mining is helpful to brands in as far as trying to gauge the sentiments that their 

customers have towards their specific business solutions (products and/or services). An example of a 

comparative statement or sentence is: "Nokia phones are more durable than Samsung phones". This sentence 

compares Nokia phones with Samsung phones based on the durability aspect of the two brands' smartphones. 

In this example, the user (opinion holder) prefers Nokia phones (positive sentiment) yet Samsung would 

benefit from knowing that their customer has an issue with the durability of their phones, as depicted in the 

negative sentiment. This may explain why some customers go for Nokia phones. Comparative opinion 

mining tools are essential for potential customers who need information about competitor products before 

buying a product/service from a specific brand [6].  

Early research in comparative opinion mining using the machine learning approach predominantly 

relied on limited datasets and a small set of different machine learning classification algorithms [10]. 

Therefore, it is paramount to attempt the application of hybrid machine learning techniques on bigger 

datasets from popular data sources to determine and consequently recommend the most optimal hybrid 

machine learning technique for performing comparative opinion mining. The development of hybrid machine 

learning techniques for comparative opinion mining in this study was motivated by research findings 

showing that hybrid techniques have improved performance, enhance model generalization and robustness 

[11], have better transfer learning and domain adaptation [12], and better address data sparsity [13] 

considering the relatively small sizes of the datasets used, and the possibility of handling additional sentiment 

aspects. Our baseline studies included those by [14] that applied single-entity classifiers on a limited dataset 

resulting in poor performance and [15] that developed a hybrid machine-learning technique by fusing an 

Artificial Neural Network (ANN) with a Decision Tree and applied it to energy consumption prediction.   

In this study, we included a deep learning technique in our hybrid machine learning models. 

According to  [16] and [17], deep learning techniques perform better than traditional machine learning 

techniques on large datasets like those from social media platforms. Research shows that the size of the 

dataset, number of features, feature-extraction techniques, and application domains affect machine learning 

algorithm performance and the quality of results [16]. To overcome most of these challenges, our proposed 

hybrid techniques perform comparative opinion mining on relatively bigger datasets, considering that 

comparative opinions exist in about 10% of user generated content [2]. Our experiments involved a deep 

learning technique as a base estimator and a traditional machine learning technique as the final estimator. The 

use of transformers has been tried out in the recent past, demonstrating their ability to extract textual 

dependencies, handle many languages, support transfer learning, and make it possible to perform tend-to-end 

learning. However, their use is faced with limited model interpretability and high computational requirements 

[18], and reliance on huge labelled datasets [19]. Obtaining huge labelled datasets to support transfer 

learning, for instance, requires a lot of time and is costly. For these reasons, this study could not use 

transformers. The Count Vectorizer feature engineering technique was used to help contextualize the words 

being analyzed [20]. This is important in extracting the opinions towards each entity in the user-generated 

content [16]. The additional word contextualization was addressed by using higher-order n-grams, in this 

case trigrams [21].  

 

Research Questions 

RQ1: How would hybrid machine learning techniques for comparative opinion mining be developed? 

RQ2: How would hybrid machine learning techniques for comparative opinion mining be evaluated? 

RQ3: What is the performance of the hybrid machine learning techniques in comparative opinion mining? 

RQ4: Which one is the most efficient hybrid machine learning technique for comparative opinion mining? 

RQ5: Would hybrid machine learning techniques be reliable for comparative opinion mining? 

 

Research Contributions 

To carry out comparative opinion mining using hybrid machine learning techniques for applications 

such as brand reputation monitoring using online reviews, this research presents multiple significant 

contributions:  

1. The development of four hybrid machine learning techniques for comparative opinion mining. 

2. Applying the developed hybrid machine learning techniques offers a basis for opinion mining 

researchers to design much more complex hybrid machine learning techniques for comparative 

opinion mining. 
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3. The performance of the hybrid machine learning techniques in this study will help future researchers 

in selecting optimal machine learning techniques that could be hybridized for comparative opinion 

mining. 
4. Our findings show that hybrid machine learning techniques can be reliably used in comparative 

opinion mining. 
 

Research by [22] used two supervised algorithms and three greedy algorithms and obtained 

satisfactory results [22] through optimization. However, their results were based on three different datasets. 

The kind or nature of the dataset affects the performance of an algorithm. This is a limitation of this study 

because varying datasets yields varying results. Other studies on comparative opinion mining have been done 

on movie reviews [23] where Synthetic Word, Linear Support Vector Machine, and Naive Bayes techniques 

were applied using the standard IMDB dataset. In this study, the best-performing algorithm was the Linear 

SVM and the system they proposed could work with many datasets from various domains.  [24] proposed a 

system for comparative opinion mining applied to Twitter reviews while [25] used movie reviews from 

Twitter data showing that SVM had the best results.  

A study was done by [2] in which they attempted SVM and a clustering technique with a manually 

generated dataset from Amazon for product reviews. In their findings, SVM produced 79.8% accuracy. 

Another study by [26] also used n-grams to test different approaches to performing opinion mining on 

Amazon Product Reviews. However, this study is limited by the exploitation of a small set of machine 

learning classifiers. A different study on hybrid machine learning algorithms proposed by [2] merged SVM 

with clustering. The drawback of this study is the application of the model to one domain. Better results 

could be obtained by experimenting with many domains. A study by [16] proposed a system that uses 

comparative as well as superlative types of sentences using datasets from Amazon, Howard forums, and 

CNET. From these studies, a common challenge observed is that of obtaining results using generalized 

comparative opinion mining systems that do not depend on training datasets.  

While deep learning techniques have been used successfully in direct-opinion mining such as in the 

studies by [27], [17], and [28] there is scanty research on the development of hybrid machine learning 

classifiers that include a deep learning technique in the architecture. According to [16], traditional machine 

learning approaches have been used in subjectivity classification [29], and opinion detection. This research 

shows, however, that deep learning approaches are not common in subjectivity classification. Moreover, [16] 

found that hybrid approaches were not common in subjectivity classification as well. These are areas of 

research that need attention. While using deep learning techniques in opinion mining where datasets are big 

would offer performance gains, the performance must be evaluated across multiple domains. This, according 

to [16] would avoid generalizing the performance of a technique. Rather, averaging the performance across 

multiple datasets gives a better indication of the performance of a technique.  This is because a technique 

may perform well in one domain but poorly in a different domain.  

 

Table 1: Research Works Related to This Study 

Study Aim 
ML 

Techniques 
Datasets Performance 

Limitations / Our 

Recommendations 

Varathan et al. 

[2] 

Comparative 

Opinion Mining 

SVM 

Clustering 

Compiled from 

Amazon 
79.8% for SVM 

Only one domain of product 

reviews was used. 

Khan et al. [9] 
Comparative 

Opinion Mining 
NB 

YouTube User 

Reviews (iPhone 

and Android) 

33% 

Poor performance. Multiple 

classifiers are needed for better 

performance. 

Bhavitha et al. 
[18] 

Sentiment Analysis 

of Comparative 

Reviews 

SVM 

Tech Product 

Reviews; Movie 

Reviews 

85% 

No Automatic Analysis. 

Only SVM was experimented 

with. 
Tkachenko & 

Lauw [30] 
 

 

Entity Comparisons SVM Amazon Reviews 

Better 

performance 
than  past 

baselines 

Could be improved by using 

multiple datasets and trying 

different classifiers 

Younis et al. 

[10] 

Comparative 

Opinion Mining of 
Online Reviews 

NB,LR, 

SVM, KNN, 
DT, RF, GB 

Online Reviews 

from Kaggle.com 

RF accuracy of 

95% and F1-
score of 95%. 

Experimenting with Hybrid 
Techniques involving deep 

learning to improve prediction 

on large datasets is necessary. 

  

The above works show significant progress in comparative opinion mining. However, there are 

some gaps that call for further research. For instance, [25] used one dataset, [2] used one domain, [18] used 

one machine learning technique, while the technique by [9] had below average performance. Furthermore, 

[13] and [23] observes that there is minimal progress in developing hybrid techniques for subjectivity 
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classification. Likewise, deep learning techniques have seldom been used in developing hybrid architectures 

[23]. To overcome these challenges, our study developed hybrid machine learning techniques containing both 

a deep learning and a traditional machine learning technique. The hybrid techniques were tested across 

multiple dataset and domains. Our results reveal improved performance over single classifiers. This is partly 

due to hybrid techniques addressing data sparsity in a better way [12]. The hybrid techniques also offer 

improved extraction of additional sentiment aspects.  

 

2. RESEARCH METHOD 

The hybrid machine learning techniques for comparative opinion mining proposed in this work were 

developed through the following stages: (1) Collection of Annotated Data, (2) Pre-processing of data, (3) 

Development of Hybrid Machine Learning Classifiers, (4) Application of the hybrid machine learning 

classifiers on online comparative reviews, (5) Performance evaluation of the various hybrid machine learning 

techniques, and (6) determination and recommendation of the most optimal technique for application in 

comparative opinion mining. In this method, we combined two independent techniques: a deep learning 

technique as the base estimator and a traditional machine learning technique as the final estimator. This was 

done to leverage the power of each technique while minimizing the limitations of each technique that forms 

part of the hybrid technique thereby improving the overall performance on large and imbalanced datasets 

[31].  

 

2.1.    Dataset Collection & Annotation 

The datasets used in this study consisted of data containing comparative reviews. We collected three 

datasets, which belong to three application domains: (1) technology brands represented by the Microsoft vs 

Google dataset, (2) social media brands represented by Facebook vs Twitter, and (3) smartphone operating 

systems brands represented by iOS vs Android. A more detailed description of these three datasets is shown 

in Table 2 below. The sentences were pre-annotated according to their sentiments: positive, neutral, and 

negative. These classes are further divided into nine classes: pos_neg, pos_pos, pos_neu, neg_pos, neg_neg, 

neg_neu, neu_neu, neu_neg, and neu_pos. The datasets were downloaded from 

https://www.kaggle.com/umairyounis/comparative-reviews-datasets. The datasets obtained were split into 

two: (1) 80% of the data as training data, and (2) 20% of the data as testing data.  

 

Table 2: Details of Datasets Used 

Dataset Reviews pos_pos pos_neg pos_neu neg_neg neg_pos neg_neu neu_neu neu_pos neu_neg 

Microsoft 
vs Google 

3011 360 1268 396 62 380 46 321 148 30 

Facebook 

vs Twitter 
3000 440 1208 447 54 307 59 310 143 32 

Pearl 

Continental 

vs Marriott 

1012 276 138 46 92 138 46 138 92 46 

 

2.2.   Training Data 

Three human annotators took part in manually verifying the assigned sentiment polarity classes to 

the training dataset. To come up with the final polarity, the most common polarities assigned to each review 

by the three annotators were applied. This concept is equivalent to majority votes in an election. The 

agreement percentage among the annotators was 82.7%, which is satisfactory. The Kappa (K) score was 0.81, 

which shows there was strong agreement among the human annotators. Table 3 below presents a sample of 

the training dataset. The percentage agreement level was obtained by dividing 5,808 (the number of times the 

annotators assigned the same class to a review) by 7,023 (the total number of reviews that were annotated). 

 

2.3.   Testing Data 

A testing set is used to evaluate the model by serving as a benchmark. The test data is applied after 

the model has been fully trained on the training data and this happens at the classifier testing stage. Through 

model validation using the test data, one can determine if the model is working or not [22], [32]. A random 

split method with an input of the 80%: 20% ratio was used to split the dataset into two categories: training 

dataset and testing dataset. This method is better than other methods and therefore yields more accurately 

partitioned datasets [5]. The datasets were stored in CSV files for purposes of experimentation. The obtained 

datasets were cleansed and processed before they were fed into the various hybrid machine learning 

classifiers [24].  
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2.4.   Data Preprocessing 

Before preprocessing the data, the datasets were cleaned in the following ways for consistency. 

1. Any whitespaces in the column names were removed to ensure uniformity and for easy replication 

in later steps. 

2. White spaces in the label names were also removed since the analysis would treat two labels with 

the same name but with extra whitespace as different entities. Besides the removal of unimportant 

special characters, and parts of speech (POS) tagging, the following tasks were performed.  

a. Tokenization - This is the process through which the words in the collected data are broken 

down into small chunks of text. To achieve this, we used NLTK Tokenizer in Python. 

b. Stop Words Elimination - In user-generated content, not all words carry opinions. Such 

words are called stop words. To achieve this, we used a Python script with a set of a pre-

defined list of stop words, which include but are not limited to "a", "an", "the", and "is".  

 

2.5.   Applying Hybrid Machine Learning Techniques 

In this study, we experimented with four hybrid machine learning techniques for performing 

comparative opinion mining. These techniques included MLP_DT, MLP_RF, MLP_SGD, and MLP_SVM. 

The idea behind these hybrid techniques was to use a deep learning technique as the base estimator and a 

traditional machine learning classifier as the top-level (final) estimator. During this stage, we used the 

partitioned datasets, which consist of training sets and test sets. The reviews are labeled according to their 

classes: positive, negative, and neutral for each brand entity mentioned in the data. Figure 1 below shows a 

generic illustration of a supervised machine-learning technique. 

 

 

Figure 1. Machine Learning-based Process for Comparative Opinion Mining. 

 

2.5.1. Feature Engineering 

To implement the hybrid machine learning techniques in our study, the following feature selection 

steps were adopted: (1) Feature Vector, and (2) Term Frequency (TF).  

1. Feature Vector - converts a review into a specific matrix of token counts [33] 

2. Term Frequency (TF) - counts the frequency of a term in the provided reviews [33]. 

 

We used the Bag of Words (BOW) method with n-grams (the counts of words) [16] with a range of 

3 (i.e. trigrams) to produce higher classification accuracy with the context of terms (words) in mind [16]. A 

study by [34] found that hybrid methods achieved the best CPU performance and accuracy levels even on 

feature selection. In the subsequent sub-sections, we summarize the machine learning techniques and a 

popular deep learning technique we used in developing our hybrid machine learning techniques for 

experimentation. 
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2.5.2. Multi-Layer Perceptron (MLP) 

A Multilayer Perceptron (MLP) algorithm is used to supplement the feedforward neural network. 

One of the use cases of MLP is classification and prediction. In this model, the output layer, which is 

responsible for classification receives input from the input layers. Due to the feed-forward nature of the MLP 

network, data flows forward from the input layers to the output layer. However, the backpropagation learning 

algorithm is used to train the neurons making up the MLP architecture. Each node in the MLP architecture 

makes use of a sigmoid activation function shown below to accept an input of real values and transform such 

values into a number ranging from 0 to 1. Research by [35] demonstrates that MLP can achieve high 

accuracies in classification. 

 

α(x) = 1/ (1 + exp(-x)) (1) 

                                                    

2.5.3. Decision Tree (DT) 

This is a supervised machine learning technique that is often useful in solving text classification 

problems. Feature values are sorted before they are used to classify instances in the text. Each node in the 

decision tree is constituted by a node while feature values are represented as branches of the tree. By sorting 

the values of features, the classification is accomplished starting from the root node of the decision tree. This 

technique implements a divide-and-conquer technique to construct the decision tree[24]. To represent a 

decision tree using a mathematical formula or expression, assume a represents the root node while b 

represents a subset, and x represents the leaves of the tree, then, the following mathematical formula is 

constituted. 

 

(a, b) = (x1, x2, x3, x4, x5 . . . xk, b) (2) 

 

2.5.4. Random Forest (RF) 

The Random Forest algorithm is considered an easy-to-apply machine learning classifier that 

involves tuning hyper-parameters. It is also reputed as the most flexible machine learning classifier in 

addition to most frequently producing efficient results. Constructed from several decision trees, the RF 

algorithm is an ensemble algorithm of many decision trees. If the RF has more decision trees, it will have 

improved results because of enhanced generalizations [14]. The RF technique could be represented using the 

following mathematical notation: 

 

𝑦 =
1

𝑧
 ∑ 𝑦𝑧(𝑥′)

𝑥

𝑧=1
 (3) 

 

where 1 denotes the total of samples, Z represents the number of training instances from x, y while 2 denotes 

training a classification tree represented by yz.  

 

2.5.5. Stochastic Gradient Descent 

This popular machine learning technique is iterative and often used for purposes of making an 

objective function optimal though appropriate smoothness properties such as sub-differentiable and 

differentiable properties. It is the foundation of neural networks. The logic behind this algorithm is that it 

begins from some random point in a function and moves down its slow step by step till the lowest point on 

that function. Given that SGD picks at random a data point from a data set during every iteration, this 

technique achieves enormous computation reduction [36].  Thus, SGD is efficient in text classification. Still, 

the performance degrades with increasing dataset sizes.  

 

2.5.6. Support Vector Machine (SVM) 

This is a supervised machine learning technique that handles text classification tasks by sorting the 

given data into different classes based on the discovery of a hyperplane (line) for splitting the dataset into 

many classes [37]. In our case, the documents or corpus containing the data to be classified contains reviews. 

This technique can be mathematically represented as follows: 

 

𝐷 =  {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … . . (𝑥𝑦, 𝑦𝑛)} (4) 

 

where D denotes the dataset and x and y are variables showing the relationship between them for class 

elements. 
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2.6. The Proposed Hybrid Machine Learning Technique for Comparative Opinion Mining of Online 

Comparative Opinion Reviews  

The supervised machine learning technique applied to comparative opinion mining in our study 

work by accepting as their inputs, reviews, then applying the various data pre-processing steps outlined 

earlier before finally classifying the data into various polarity-based classes. The classes used in our 

experiment were positive, negative, and neutral. 

The dataset was split in the ratio of 80% to 20%, being the training set and testing set respectively. At the 

training stage, the machine learning classifier is fed with the polarity label and the review itself. After model 

training, the test dataset is used to evaluate the efficiency of the technique. The results from the tests are 

recorded. The performance evaluation metrics used are accuracy and f1-score even though precision, recall, 

runtime, and prediction latency are also shown. The pseudocode representing the hybrid technique for this 

system is shown below. 

 

 

 

 

 

 

 

 

 

 

 

 

3. RESULT AND ANALYSIS 

This chapter presents a concise form of the results from our experiments categorized by research 

question. 

 

RQ1: How would hybrid machine learning techniques for performing comparative opinion mining be 

evaluated? 

To answer this question, we experimented with different hybrid machine learning techniques on 

dissimilar datasets and domains. We then compared the performances of our techniques. Our study 

established that accuracy is a good measure of algorithm performance if the data has balanced classes. 

However, if the classes are not well balanced in the dataset, then the f1-score should be used as it represents 

the best combination of precision and recall [38]. To identify the best-performing hybrid machine learning 

algorithm carrying out comparative opinion mining on online customer reviews, we tabulated the results for 

each hybrid technique. Based on the accuracy and f1-score metrics, we were able to identify the best-

performing hybrid machine learning technique for comparative opinion mining. After we completed the 

evaluation of the performance of the various techniques, this study recommends the MLP + RF hybrid 

technique because it outperformed the other techniques in both accuracy and f1-score.  

 

RQ2: What is the efficiency of different hybrid machine learning techniques in comparative opinion 

mining? 

To find a solution to this research query, we implemented different hybrid machine learning 

algorithms on three datasets to perform comparative opinion mining. We then evaluated the performance of 

these techniques using accuracy and f1-score. The experiments are detailed below. All the hybrid techniques 

had MLP as the base estimator with each of these four single classifiers as the final estimator: DT, RF, SGD, 

and SVM. Our results include other evaluation measures such as precision, recall, runtime, and prediction 

latency are presented as well. 

 

Experiment #1: 

In this experiment, we applied independent traditional machine learning techniques and one deep 

learning technique to perform comparative opinion mining on online customer reviews. In particular, the 

deep learning technique we worked with was the Multi-Layer Perceptron (MNP) largely because it uses the 

same vectorization approach as the traditional machine learning techniques. From this experiment, we 

wanted to determine the most optimal independent machine learning classifiers that could be used to build 

our hybrid machine learning techniques.  

 

Input: 

B.O.W vectors set X; 

Stacked ensemble F: 
Base estimator model f; 

Final estimator model g; 

F = f + g #stacked ensemble 
Process F(X): 

base_preds = f(x); 

final_preds = cross_validate(g(base_preds)) 
return final_preds 

Output: 
final_preds. 
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Table 3.  Performance of the Independent Machine Learning Techniques Across the Three Datasets 

Classifier Accuracy (%) F1-Score (%) Averages (%) Efficiency 

ML 

Technique 

D1 

(Microsoft 

vs Google) 

D2 

(Facebook 

vs 

Twitter) 

D3 Pearl  

Int’l vs 

Marriott) 

D1 

(Microsoft 

vs 

Google) 

D2 

(Facebook 

vs 

Twitter) 

D3 (Pearl 

Int’l vs 

Marriott) 

Accuracy 
F1-

Score 
D1 D2 D3 Avg 

DT 83.8 91.8 76.0 83.9 91.8 76.8 83.9 84.2 0.0 0.0 0.0 0.0 

KNN 47.1 53.7 55.9 57.9 59.8 61.5 52.2 59.7 0.0 0.0 0.0 0.0 

LR 86.0 92.0 78.2 86.1 92.0 79.1 85.4 85.7 0.0 0.0 0.0 0.0 

MLP 86.2 92.6 77.9 86.4 92.6 78.7 85.6 85.9 0.1 0.1 0.0 0.1 

MNB 80.4 88.8 73.5 81.1 88.9 75.1 80.9 81.7 0.0 0.0 0.0 0.0 

RF 85.3 92.3 76.7 85.5 92.4 77.9 84.8 85.3 0.0 0.0 0.0 0.0 

SGD 86.6 91.8 78.6 86.7 91.8 79.3 85.7 86.0 0.0 0.0 0.0 0.0 

SVM 76.5 86.3 74.1 78.1 86.5 75.8 79.0 80.2 0.1 0.1 0.0 0.1 

 

From the above statistics, it is evident that the SGD technique on average outperformed all the other 

single classification techniques in average accuracy (85.7%) as well as average f1-score (86.0%). The Multi-

Layer Perceptron (MLP) technique performed very well, too, with an insignificant variation (0.1%) from the 

performance of the SGD technique. MLP’s average accuracy is 85.6% while its f1-score is 85.9%. For this 

reason, each of these two techniques would be suitable as an estimator in the hybrid architecture for 

comparative opinion mining. However, we needed a deep learning technique as the base estimator because of 

the need to handle larger datasets where deep learning techniques often perform better than traditional 

machine learning techniques. This is why we chose MLP as our base estimator. This stacking approach was 

similarly used in a study by [28] to create a hybrid technique consisting of LSTM and CNN, both being deep 

learning techniques. This experiment was done to given us an overview of how the single machine learning 

techniques perform so we could select the best for hybridization.  

 

Experiment #2: 

We carried out this experiment on dataset 1, which contained 3000 online reviews about "Microsoft 

vs Google". Table 4 below displays the results of this experiment. The results show that both MLP + DT 

hybrid techniques outperformed the other hybrid techniques in both accuracy and f1-score. It had an average 

accuracy of 86.6% and an f1-score of 86.8%. It is evident from these results that four hybrid classifiers 

performed satisfactorily, having a minimum accuracy of 85.4% and a minimum f1-score of 85.6%.  

 

Table 4.  Performance of Hybrid Machine Learning Techniques On Dataset #1 

Hybrid ML 

Model 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Runtime 

(ms) 

Prediction 

Latency (ms) 

MLP + DT 86.0 86.7 86.0 86.1 59.7 0.0 

MLP + RF 86.6 87.8 86.6 86.8 77.7 0.1 

MLP + SGD 86.9 87.8 86.9 87.1 61.1 0.0 
MLP + SVM 85.6 86.9 85.6 85.8 60.7 0.2 

 

Experiment #3: 

We carried out this experiment on dataset 2, which contained 3000 online reviews about "Facebook 

vs Twitter". Table 5 below shows that the MLP + RF and MLP + SGD hybrid techniques outperformed the 

other hybrid classifiers in both accuracy and f1-score. They both had an accuracy of 92.4% and an f1-score of 

92.5%. Generally, all classifiers performed well in on this dataset, yielding a minimum accuracy of 91.6% 

and f1-score of 91.6%.   

 

Table 5. Performance of the Hybrid Machine Learning Techniques On Dataset #2  

Hybrid ML 

Model 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Runtime 

(ms) 

Prediction 

Latency (ms) 

MLP + DT 92.0 92.4 92.0 92.0 52.2 0.0 

MLP + RF 92.6 92.9 92.6 92.6 63.4 0.1 

MLP + SGD 92.3 92.7 92.3 92.3 50.2 0.0 
MLP + SVM 91.9 92.6 91.9 91.9 57.8 0.2 

 

Experiment #4: 

We carried out this experiment on dataset 3, which contained 1000 online reviews about “Pearl 

Continental vs Marriott”. Table 6 below shows the results from this experiment as regards the application of 

different hybrid machine learning classifiers on this dataset. The results show that two of the four hybrid 

models achieved 100% performance in both accuracy and f1-score. This is probably because of overfitting 

due to the relatively smaller size of this dataset. The MLP + DT and MLP + RF hybrid classification 

techniques had accuracies of 99.0% and 99.7%, respectively. These accuracies we probably affected by the 
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overfitting of the model on the dataset. However, comparing with the 93.8% accuracy obtained in dataset 1 

and 2 shows a variance of 5.2%. This variance is not significant enough to affect the reliability of the 

classifier in terms of predictive accuracy.  

 

Table 6.  Performance of the Hybrid Machine Learning Techniques On Dataset #3 

Hybrid ML 
Model 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1-Score 
(%) 

Runtime 
(ms) 

Prediction 
Latency (ms) 

MLP + DT 98.4 98.4 98.4 98.3 5.5 0.0 

MLP + RF 99.7 99.7 99.7 99.7 5.9 0.0 
MLP + SGD 91.8 93.7 91.8 91.6 5.1 0.0 

MLP + SVM 99.7 99.7 99.7 99.7 5.4 0.0 

 

RQ3: Which one is the most efficient hybrid machine learning technique for comparative opinion mining? 

To answer this research question, we tested different single machine learning algorithms and one 

deep learning algorithm on the same datasets and features to perform comparative opinion mining. We then 

evaluated the performance of the classifiers using accuracy, f1-score, runtime, and prediction latency. 

Iterative experiments were conducted by changing the datasets for all classification algorithms. Our findings 

show that the MLP + RF and MLP + SVM hybrid machine learning techniques produced the best result in 

both model training time (runtime) and prediction latency. All the hybrid machine learning techniques we 

implemented on the three datasets performed satisfactorily on all measures including model training runtime 

and prediction latency. The efficiency of these two techniques varied from the most accurate hybrid 

technique by 0.8 milliseconds, which is insignificant).  

 

Table 6.  Performance Summary of the Hybrid Machine Learning Techniques On Datasets 1-3 

Classifier Accuracy (%) F1-Score (%) Averages (%) Efficiency 

Hybrid ML 

Technique 

D1 

(Micros

oft vs 

Google) 

D2 

(Facebook 

vs 

Twitter) 

D3 

(Pearl vs 

Marriott) 

D1 

(Microsoft 

vs Google) 

D2 

(Facebook 

vs 

Twitter) 

D3 

(Pearl vs 

Marriott) 

Accuracy 
F1-

Score 
D1 D2 D3 Avg 

MLP + DT 86.0 92.0 98.4 86.1 92.0 98.3 92.1 92.1 0.0 0.0 0.0 0.0 

MLP + RF 86.6 92.6 99.7 86.8 92.6 99.7 93.0 93.0 0.1 0.1 0.0 0.1 

MLP + SGD 86.9 92.3 91.8 87.1 92.3 91.6 90.3 90.3 0.0 0.0 0.0 0.0 

MLP + SVM 85.6 91.9 99.7 85.8 91.9 99.7 92.4 92.5 0.2 0.2 0.0 0.1 

 

The above results show that the MLP + RF hybrid classifier outperformed other classifiers, across 

the three datasets. The accuracy was 93.0% and the f1-score was 93.0%. Generally, the hybrid techniques 

had a minimum average accuracy and f1-score of 90.3%, implying that the techniques are reliable for use in 

comparative opinion mining. 

 

Q4: How suitable would a hybrid machine learning technique be in comparative online reviews 

classification? 

To answer this question, we considered the most critical algorithm performance metrics in carrying 

out classification tasks. From our findings, we established that both accuracy and f1-score are important 

metrics in evaluating the performance of machine learning techniques. Accuracy is preferably used if the 

classes are well-balanced while F1-score is more preferred where classes are imbalanced as it represents a 

good balance between precision and recall. The lowest accuracy achieved was 90.3% and the highest 

accuracy was 93.0%. The lowest f1-score was 90.3% while the highest f1-score was 93.0%. This makes our 

developed hybrid machine learning models a more reliable choice compared to using human resources in 

classifying comparative opinion reviews. This reason is besides the fact that computer models perform the 

classification tasks with a speed that humans cannot match. For instance, in terms of time efficiency, the least 

performing hybrid machine learning model had an average latency of 0.1 milliseconds, which cannot be 

achieved by human classifiers. The prediction latency is a measure of how long the model took, in 

milliseconds, to output the classification results, given a dataset. Therefore, hybrid machine learning 

classification techniques are highly suitable for carrying out comparative opinion mining. 

 

Discussion 

From the results above, it is evident that the best-performing hybrid machine learning technique for 

comparative opinion mining is the MLP + RF with an average accuracy of 93.0% and f1-score of 93.0%. 

These measures were computed across the three datasets used. The hybrid techniques we developed had a 

minimum average accuracy and f-1-score of 90.3%, meaning, they could all be reliably applied to 

comparative opinion mining. The variance between these averages and those of the best hybrid classifier is 
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0.1% for accuracy and f1-score, and 0.1 milliseconds for prediction latency. Therefore, these hybrid machine 

learning algorithms have satisfactory performance hence could be reliably applied to comparative opinion 

mining for applications like brand reputation monitoring [37]. We observed that our hybrid techniques 

outperformed all single machine learning techniques by a significant margin of 7.3% in accuracy and 7.0% in 

f1-score. This variance was obtained from the difference between the best single technique (SGD) and the 

best hybrid machine learning technique (MLP + RF).  Further to this, MLP had an accuracy and f1-score of 

85.6% and 85.9% when used alone. RF had an accuracy and f1-score of 84.8% and 85.3% respectively. The 

average accuracy and f1-score of these two independent machine learning techniques is 85.2% and 85.6% 

respectively. On the other hand, our hybrid machine learning technique for comparative opinion mining that 

fused together MLP and RF attained a significantly higher performance with an accuracy of 93.0% and f1-

score of 93.0%. This is a performance gain of 7.8% and 7.4% in accuracy and f1-score. 

 

4.  CONCLUSION 

 Throughout this research, our focus was to develop and empirically evaluate the performance of 

different hybrid machine learning techniques upon application to comparative opinion mining of comparative 

opinionated data. To do this, we followed a five-step process: (1) Collection of datasets for comparative 

opinion mining, (2) pre-processing of the collected data, (3) development of hybrid machine learning 

techniques, (4) applying the different hybrid machine learning techniques to perform comparative opinion 

mining on comparative online reviews, (5) comparing the performance results of the different machine 

learning algorithms using accuracy and f1 score metrics and (6) recommending the best-performing machine 

learning classifier. 

Our proposed approach aimed at determining the various sentiment polarity classes from classifying 

comparative opinion texts. In this study, the hybrid machine learning techniques that were applied to 

comparative opinion mining were: MLP + DT, MLP + RF, MLP + SGD, and MLP + SVM. To evaluate the 

performance of these hybrid machine learning algorithms, accuracy, and f1-score performance metrics were 

utilized in addition to prediction latency to help determine time-based efficiency. From our observations, the 

best-performing hybrid algorithm across most of the datasets was the MLP + RF. Generally, all of the hybrid 

techniques implemented in our experiments had a minimum of 93.0% in both accuracy and f1-score 

measures across the three datasets.  

 

Limitations 

This study was centered on three application domains: (1) technology, (2) social media, and (3) 

hospitality. This increased the reliability of the models/techniques used when compared with previous studies 

that relied on datasets belonging to the same domain or just one dataset. Further to this, the application of the 

random split method in generating the training set and testing set meant that there was reduced overfitting of 

data. This study faced a few limitations. (1) However, the results obtained may not be robust enough because 

of the number and size of datasets used, (2) the imbalanced nature of the comparative datasets used may have 

degraded the performance of the hybrid techniques, (3) further, the performance of the machine learning 

algorithms degraded as we included three sentiment classes per entity [39] when compared to studies that 

only used two classes per entity. 

 

Future Directions 

This study recommends the following for future studies: (1) the use of even larger datasets to 

potentially attain more reliable results, (2) a deliberate effort to use balanced datasets to improve classifier 

performance, (3) experimenting purely with comparative datasets, (4) the use of alternative dataset splitting 

methods like cross-validation and stratified sampling in the evaluation of how the various machine learning 

algorithms perform. 
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