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 One of the fundamental parts of surveying forest health conditions with 

Forest Health Monitoring (FHM) is to visually assess the damage 

experienced by trees under certain conditions. This visual assessment 

can be facilitated using a Convolutional Neural Network (CNN) which 

involves building the MobileNetV2 model architecture. The model 

was trained using 1600 image data with 16 classes. The image data 

was pre-processed by resizing it to 224x224. The data was categorized 

into three categories: 80% was allocated for training, 10% for 

validation, and testing with 10% also. Training was done by changing 

the values from batches with a maximum of 100 epochs. The model 

was then incorporated into a mobile application using TensorFlow Lite 

and testing the application gave satisfactory results.  The model results 

get the best accuracy rate of 98.75% and a loss of 0.0497. This research 

concludes that the classification of tree damage types based on FHM 

with CNN can be done. For accurate results, the image provided by the 

user must be clear and reflect the actual damage observed on the tree. 
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1. INTRODUCTION 

Maintaining forest health requires comprehensive monitoring, including looking at four ecological 

indicators. These metrics, which include productivity, biodiversity, area quality, and Vitalize (tree damage and 

canopies conditions), The role they play in influencing the health of tropical rainforests is important The four 

indicators are closely interconnected and together provide a comprehensive understanding of forest conditions 

[1]. The forest health of an individual tree will later spread into the organization of the forest population, so 

individual tree health must also be considered. Symptoms of tree damage can appear when there is a disturbance 

in plant growth, which causes changes in the structure, sizing, colors, and texture of the plant. Site damage 

occurs when the physiological processes of the tree are disrupted by sickness, bugs, and also other abiotic 

factors [2]. Applying the Forest Health Monitoring (FHM) approach to evaluate the forest condition, one main 

element that requires constant observation is the extent of tree damage under various scenarios. The FHM 

process starts with determining a forest sampling index to check its health status and then assessing the 

condition of the canopy based on ecological parameters [3]. 

The FHM method underlying the app's tree damage type classification feature allows users to survey 

and classify trees in monitoring the well-being of forest land so that users can contribute to the general 

administration and conservation of forests by identifying and publicizing potential problems that may affect 

tree health. We believe this feature will enable forest watchers and the public to play a role in forest 

management activities. The applications are classified using the MobileNetV2 Application features are 
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classified using the MobileNetV2 architecture, a Convolutional Neural Network (CNN) model. The 

MobileNetV2 architecture is designed to overcome barriers to running CNN models on limited-resource 

devices such as smartphones and tablets [4].  

A few studies have demonstrated the successful use of MobileNetV2 in various fields, as well as 

semantic segmentation, object recognition, and image classification. A study on the MobileNetV2-based Fruit 

Image Classification Model obtained an accuracy value of 99% which concluded that transfer learning plays a 

big role in achieving better results, and dropout techniques help reduce overfitting in transfer learning [5]. 

classification of rice diseases and pests using MobileNetV2 got 96% accuracy with fewer parameters making 

the model lightweight if you want to apply it on mobile devices compared to NasNet Mobile, EfficientNet B7, 

Inception V3, VGG 16, and models with simple CNN [6]. in addition, a study to distinguish various types of 

mangoes using TensorFlow Lite obtained 95% accuracy for mango recognition [7]. Based on the success of 

studies using MobileNetV2 to classify images, this study emphasizes the advantages of MobileNetV2 in terms 

of size, accuracy, and speed of model inference that support our choice to use it in tree damage type 

identification applications by applying early stopping callbacks and a dropout layer to avoid overfitting. 

The trust in CNN makes us confident that this feature will provide its users with the ability to make it 

easier to protect the forest. This feature is not only limited to identifying damaged trees, but we believe it will 

also encourage communities to take responsibility for managing forests and maintaining their health. It has 

been observed that community involvement plays an imperative role in the overall health of the forest, and the 

more actively the community is involved, the greater the health of the forest [8]. Research was carried out to 

identify the type of damage to trees based on mobile-based FHM to facilitate the observation of tree damage 

in the forest using CNN MobileNet architecture. 

This research implements a Convolutional Neural Network with MobileNetV2 architecture converted 

into a TensorFlow Lite Model against tree damage in Mobile applications with classification to help make it 

even easier to observe the type of damage of the tree in the forest. Based on Forest Health Monitoring (FHM), 

1600 picture files with 16 classifications of tree damage were employed in the current study. 

 

2. RESEARCH METHOD 

The research process carried out is the extraction of image data using a Convolutional Neural Network 

with MobileNetV2 architecture to recognize the type of damaged trees in a mobile application to help observe 

the health of trees in the forest. The research stages are graphically represented in Figure 1. 

 

 

Figure 1. The process of conducting research. 

 

2.1. Dataset Collection 

The dataset is useful for making the machine recognize the aspects present in the image. The dataset 

was collected by capturing images of trees that exhibited damage from the frontal perspective of the inflicted 
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harm. the dataset collected amounted to 1600 images of tree damage with 16 parameter classes where each 

class has 100 images, the class includes the code and type of tree damage as seen graphically in Figure 2 [9]. 

Collected datasets will be subjected to data preprocessing. 

 

 

Figiru 2. The process of conducting research. 

 

2.2. Convolutional Neural Network 

A variation of the Multilayer Perceptron algorithm built specifically to process data in two dimensions 

is the Convolutional Neural Network or CNN [10]. Since it has multiple layers and is typically used to analyze 

image data, it is categorized as an Artificial Neural Network. In contrast, the Multilayer Perceptron is not ideal 

for image classification as it does not store information about objects and considers pixels as separate entities, 

resulting in sub-par performance. CNN architecture, which consists of various stages, is capable of training 

data and is primarily used for datasets containing image objects. Unlike other neural network methods, CNNs 

excel at transforming images into understandable information. CNN architecture usually consists of two main 

components: Feature Learning, which consists of Convolutional and Fusion Layers, and Fully Connected 

Layers [11]. An illustration of the process of CNN can be seen in Figure 3. 
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Figure 3. CNN Architecture for Image Classification Process 

 

2.3. MobileNetV2 

The MobileNet architecture is designed for mobile applications with low latency and small capacity 

size, the addition of bottleneck connection and shortcut features distinguishes MobileNetV2 from previous 

versions [12]. MobilenetV2 is a CNN architecture that has proven to be useful in detecting multiple objects 

and extracting them efficiently and quickly. MobileNetv2 offers advantages for mobile devices and devices 

with limited memory and computing capabilities, it can reduce memory usage on mobile devices and 

significantly improve image classification efficiency without degrading the accuracy of the model [13]. 

 

 

Figure 4. MobileNetV2 architecture on tree damage type 

 

2.4. Data Pre-Processing 

The data preparation process entails transforming unprocessed data into a more comprehensible 

format [14]. This stage is labeling the folder according to the name of the damaged tree, and resizing the image 

to 224x224 according to the network input on the MobileNetV2 architecture which consists of 224, 192, 160, 

or 128 [15]. Then we split the dataset into three categories, namely: 80% is allocated as training, 10% is for 

validation, and the other 10% is for testing. The model training process uses 80% of training data from the 

dataset. Valid data and comprising 10% of the dataset, validation is also required to ensure the model reads the 

data accurately. Finally, the test data is 10% of the dataset, used to test the model.  

 

2.5. Model Training 

TensorFlow performs the training process with some hyperparameters, which are settings not present 

in the model. Hyperparameters help find numbers that affect the model, but that are not from the data we are 

training [16]. The hyperparameters used are epoch, batch size, learning rate, and optimization [17]. The training 

process was conducted with the hyperparameters indicated in Table 1. 

 

Table 1. Values of Hyperparameters 

Parameter Value/Type 

Epoch 100 
Learning rate 0,001 

batch sizes 64, 32, 16, 10, 8 

Optimizer Adam 
Callback Function Validation Loss 

Loss Function Categorical Cross-Entropy 
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The data trains using the transfer learning method with the MobileNetV2 model. This involves 

extracting the weights from the pre-trained model, excluding the input layer and top layer. The input layer of 

the training dataset is then added for the tree decay type, and the top layer is substituted with a dense, regular 

layer incorporating normalization and a dropout rate of 0.5, using the Relu activation function. Finally, a dense 

layer with 16 tree decay type classes and the softmax activation function is added as the last layer. Training 

parameters batch size, epoch, and Adam optimizer with categorical_crossentropyloss function. 

 

2.6. Model Evaluation 

The accuracy measurement model is a useful tool for assessing performance. It provides a thorough 

insight into the correctness of several categorization model components through the usage of a confusion 

matrix. The confusion matrix for the two-path clustering is shown in Table 2. "True positive" denotes that the 

system accurately identified a positive image, while "True negative" means that the system successfully 

identified a negative photo. "False Positive" describes how the system incorrectly classifies a negative picture 

as positive, while "False Negative" describes how the system incorrectly labels a positive image as negative. 

Recall evaluates any capacity of the model to recognize all positive cases in the dataset (1), precision gives us 

data almost the level of certainty we will have within the model's forecasts of the information being positive 

(2), f1-score is a metric that compares the average level of recall and precision by setting the maximum worth 

to 1 and the lowest to 0 (3), accuracy refers to how closely the value predicted by the system matches the actual 

value (4), loss is a metric that indicates the degree of inaccuracy of the model's ability to solve problems and 

identify objects (5) [18]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃 

(𝑇𝑃 + 𝐹𝑁)
     (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃 

(𝑇𝑃 + 𝐹𝑃)
         (2) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 (𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) 

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
     (3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁) 

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁) 
            (4) 

 

𝐿𝑜𝑠𝑠 =
(𝐹𝑃 + 𝐹𝑁) 

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁) 
        (5) 

 

2.7. Model Conversion to TensorFlow Lite Model 

This step will convert the model into a Tensor Flow Lite model, changing the model so that the model 

can be used in mobile applications on the local system without requiring an intermediary. The use of the 

TensorFlow library with the Python programming language is required for this research step. Model conversion 

to a TensorFlow Lite model is necessary to ensure efficient operation and make it possible to run on mobile 

applications with limited memory capacity [19]. This process allows the model to be used in mobile 

applications on local systems without intermediaries. 

 

2.8. Model Implementation in Mobile Application 

This step will create a mobile application to run the TFlite model (TensorFlow Lite). The building of 

mobile applications and the testing of the TFlite model on mobile applications are the two operations that 

comprise this step. The mobile application development process uses the Flutter framework [20]. This process 

builds a mobile application with the main focus to be able to display the classification results of the model 

directly. The TensorFlow Lite package allows the MobileNetV2 model to run with GPU delegates and provides 

for its performance settings [21].  

The next stage is testing several photos that have been considered tree damage and testing them on a 

program to evaluate the TFlite model on mobile devices. The goal is to get an overview of applications that 

have specifications following the needs of the forest health monitoring process [22]. This application is 

designed to detect healthy images of damage types on trees that appear to be damaged based on the existing 

damage type classes. 

 

3. RESULTS AND ANALYSIS  

This section will delve into a detailed description of the results obtained from the classification process 

executed through the use of MobileNetv2's Convolutional Neural Network (CNN) architecture. In addition, we 

will present the evaluation results obtained from comparing the actual data labeling with the predictions made 
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by the model. Furthermore, we will describe the results of the model on the mobile application. Model training 

experiments using RTX 3060 mobile GPU. 

 

3.1. Model Training and Evaluation 

The model is trained using MobileNetV2 with parameters such as epochs, loss function, batch size, 

adding layers, and also early stopping callbacks. The model training process will be carried out by changing 

the batch size from 8, 10, 16, 32, and 64. Callback early stopping is used so that the model does not learn too 

much data, the training process will stop at a certain epoch [23]. Table 2 displays the model training outcomes. 

 

Table 2. Model training results 

No batch epoch 
learning 

rate 

loss 

training 

accuracy 

training 

validation 

loss 

validation 

accuracy 

1 8 44 0.001 0.0257 0.9937 0.0835  0.9688 

2 10 43 0.001 0.0329  0.9945  0.0506  0.9812 
3 16 45 0.001 0.0259  0.9961  0.0497  0.9875 

4 32 38 0.001 0.0486  0.9922  0.0774  0.9875 

5 64 54 0.001 0.0205 0.9945 0.0789 0.9844 

 

After analyzing the training results, we determined that the best model was the one using batch 16 

because it had the highest training and validation accuracy and the lowest validation loss. The training obtained 

the best results from training the model on batch 16 by stopping the training at epoch 45, this result shows 

better accuracy and loss than other parameters. In Figure 5, accuracy and loss graphs are shown. 

 

 

Figure 5. Graph of accuracy and loss with batch 16 

 

The highest accuracy of the model is reported in Table 3, which includes the results of testing. In this 

test, 10% of the testing dataset is utilized to generate a confusion matrix and assess the model. The calculation 

formula (2) determines that the maximum precision is 100%, while the lowest precision is owned by broken 

or dead branches (code 22) and excessive branching (code 23). The maximum value in a recall is 100%, and 

the lowest value is 90%, which is included in the categories of Broken stems or roots (code 11)) and Broken 

leaf shoots (code 24)). We calculate these values using the formula (1). Broken stem or root owns the lowest 

value in the f1-score (95%), while Broken shoot leaf, Excessive branching, and the maximum value (100%) 

are owned by 11) (Broken stem or root), 24) (Broken shoot leaf), and 23) (Excessive branching), respectively. 

The values are calculated using formula (3). The accuracy obtained is 98.75% by dividing the total value of TP 

plus TN and then dividing by the total value of the increase in TP, FP, FN, and TN based on calculation formula 

(4), and the error is 1.25%  

 

Table 3. MobileNetV2 Results of the trained MobileNet models 

Tree Damage Type Class 
Results 

Precision Recall F1-score 

Roots break or die 100% 100% 100% 
Broken stems or roots 100% 90% 95% 

Broken stem 100% 100% 100% 
Brum on the root or stem 100% 100% 100% 

Branches that are broken or dead 91% 100% 95% 

Discoloured leaves 100% 100% 100% 
Broken shoot leaves 100% 90% 95% 

Gerowong 100% 100% 100% 

loss or death of dominant shoots 100% 100% 100% 

Cancer 100% 100% 100% 
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Tree Damage Type Class 
Results 

Precision Recall F1-score 

Konk 100% 100% 100% 

Liana 100% 100% 100% 
Open wounds 100% 100% 100% 

Excessive brum branching 91% 100% 95% 

Resinosis gumosis 100% 100% 100% 
Termite nest 100% 100% 100% 

Accuracy 98.75% 

Error 1.25% 

 

After that, conversion into the TensorFlow Lite Model and testing with confusion matrix and testing 

on mobile applications. Information about the classification results performed on the TensorFlow Lite Model 

information is presented in Table 4. We found that there is a misclassification between the tree damage type 

code 11 against code 22 and code 12 against code 24. This occurs due to the similarity of the recognized pattern. 

 

Table 4. Confusion Matrix Result of TensorFlow Lite Model 

 Prediction 

 Tree Damage Type 01 02 03 04 05 06 11 12 13 20 21 22 23 24 25 31 

Ground Truth 

01 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

02 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
03 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 

04 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 

05 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 
06 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 9 0 0 0 0 1 0 0 0 0 

12 0 0 0 0 0 0 0 9 0 0 0 0 0 1 0 0 
13 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 

20 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 

21 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 
22 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0 

23 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 

24 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 

31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 

 

3.2. Classification of Tree Damage Types in the Mobile Application 

The next process is to convert the model that has been made into a TensorFlow Lite Model and 

continue the model's implementation on an application for mobile devices created using the Flutter framework. 

Mobile applications to identify and classify tree damage types will make it easier to monitor forest health. This 

application can analyze and provide predictive results of the type of tree damage classified by the model. After 

the user takes a picture of tree damage using the application, it will immediately analyze the image.   

The results of tree damage classification will be presented in a user-friendly manner, showing the 

accuracy of the classified damage by displaying the highest predicted value, the name of the damage type, 

damage code, weighting value, date, and location. This can be seen in Figure 6 on the left side of the image 

which shows the results of the damage type class of loss or death of dominant shoots with a predictive value 

of 0.999 or 99.9%, damage code 21, weighting value 1.3, and location based on coordinates. This application 

can allow multiple outputs and inputs simultaneously according to needs. This can be seen in Figure 6 on the 

right part which shows the overall image results inputted by the user. The results can be seen in detail one by 

one, as the image shown is the result of the damage type class of loss or death of dominant shoots with a 

predictive value of 0.983 or 98.3%, damage code 21, weight value 1.3, and no location metadata. Additionally, 

user input can be done by opening the camera or selecting an image from storage. 

 

 

Figure 6. Prediction on mobile application 
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4. CONCLUSION 

The primary result of this research is that the prediction accuracy of the model obtained during the 

training process reaches 98.75% and a loss of 0.0497 with MobileNetV2 architecture obtained from different 

batch and epoch trial variation schemes using early stopping callbacks. The model is also very effective in 

correctly classifying tree damage types and makes the results of testing the model through mobile applications, 

especially Android using Tensorflow Lite, very satisfactory. However, it is important to note that for accurate 

analysis, the image submitted by the user should be clear and not too far from the observed damage on the tree. 

This application is expected to help the observation of trees in the forest to be easier and faster. 
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